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BACKGROUND

The intent of this proposal is to replace the Queue Full interlock with a generic mechanism

that covers all command exception conditions including CHECK CONDITION, RESERVATION
CONFLICT and BUSY.

The original Queue Full interlock was added to address a flow control problem which occurs when there |

are no buffers to store incoming SCSI Command SMSs. When congestion is detected, the interlock discards
the incoming SMS and returns a SCSI STATUS SMS with a status value of QUEUE FULL. Even after the
congestion goes away, the logical unit must continue to discard SCSI COMMAND SMSs until the pipeline of
in-transit commands has been purged. If the logical unit did not do so, a subsequent in-flight command could
be received and executed out of order, possibly resulting in data corruption.

This proposal is based on the observation that SCSI command exceptions of any type have the same
potential for out-of-order command execution and data corruption and therefore require similar initiator
responses. For that reason, a common mechanism ought to be specified which handles these in the same
manner. SSA currently defines two such mechanisms -- SCA and the buffer full interlock. The goal of this
proposal is to replace these by a common interlock.

In addition, this mechanism can provide a way forar-existing SCSI-2

application to be easily ‘ported’ to a full-duplex, non-interlocked bus (such as SSA)
without significant code changes. If |mplemented as described, it would supersede the use of SCA for
Contingent Allegiance emulation: v o

Bwception-CenditiontrterteclPralimiranys Page 2+of 44



PROPOSAL

The following is a preliminary proposal. If approved by the committee, a detailed technical proposal will be
developed which contains the S2P text changes.

This proposal replaces the Buffer Full mechanism with a single generic interlock that:
1) Handles the ‘buffer full’ condition;

2) Provides a way to easily emulate the SCSI-2 Contingent Allegiance condition transparently to existing
SCSI-2 device drivers. SCA would not be used for Contingent Allegiance emulation.

3) Can SCSI-3 Auto Contingent Allegiance; |

4) Prevents out-of-order command execution whenever a command is terminated with CHECK
CONDITION, TASK SET FULL, BUSY or RESERVATION CONFLICT status.

The advantage of the proposed interlock is that it can be implemented entirely within the protocol where it can
be concealed from higher layers.

, an intelligent adapter could be designed with a common host interface having almost no
interconnect dependencies.

In this approach, the generic interlock emulates the behavior of an interlocked bus during an exception
condition. It does so through protocol extensions which allow interlock control to be transferred from the
target to the initiator and automatically purge all in-flight SCSI COMMAND SMSs from the faulted initiator to
the logical unit.

The new interlock is called the task set lock. Its operation is as follows:

1) Upon detecting an exception condition, the target’s S2P layer sets the task set lock for the logical unit
and notifies the initiator via the SCSI STATUS SMS. A new single-bit field in the SCSI STATUS SMS,
the TASK SET LOCKED field, is set to indicate that the interlock is in effect. The initiator’'s S2P layer shall
determine whether or not the interlock has been set by checking the state of this field.

2) While the lock is set, the target shall reject subsequent commands from the faulted initiator as
described below. In addition, the target shall not send further SCSI STATUS SMSs from the affected
logical unit to the faulted initiator. The task set lock does not affect statuses sent by other logical units
and commands received from other initiators.

3) As soon as the SCSI STATUS SMS is received, the initiator’s S2P layer shall immediately respond by
returning a CLEAR TASK SET LOCK SMS (a new SMS). Upon receipt of this sms, the target shall
unconditionally clear the task set lock and return a SCSI RESPONSE SMS witlRETURN CODE set to
REQUESTED FUNCTION COMPLETE S SUCCESSFULLY. At this point, control of the interlock now |
belongs to the initiator. Clearing the lock shall not affect pending sense data or a Contingent
Allegiance condition if in effect.

4) he SCSI COMMAND SMS received from the faulted initiator ‘
shall be rejected with a SCSI RESPONSE SMS having theRETURN CODE field set to
a value of TASK SET LOCKED (a new value). Subsequent SCSI COMMAND SMSs from the faulted
initiator shall be discarded without returning a response or status SMS.
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The task set lock shall be spontaneously cleared in response to a TARGET RESET, Quiesce, or other hard
reset condition.

Additional SMS Traffic

One potential problem is that, compared to the current method , this new
scheme generates one additional response SMS when occurs. In the

above proposal, the SCSI STATUS SMS may be followed by one SCSI RESPONSE SMS to mark the first
discarded command. Since lack of buffers often goes hand-in-hand with communications system congestion,
this added traffic may be undesirable. For the buffer full case, this can be optimized by allowing the target to
send the SCSI RESPONSE SMS described in step 4 without first sending the SCSI STATUS SMS. The down |
side is that, since command status is never passed to higher layers, the initiator’'s S2P layer would own the
responsibility for retrying the command. ‘

Use of a Separate Field to Report Interlock State

In step 1, using a separate field to record the state of the interlock makes the interlock independent c3TATUS
contents.

Inhibiting the Return of Status

Inhibiting the return of status in step 2 is necessary to insure that the state of the interlock remains
synchronized between the initiator and target. If this is not done, the interlock for a new exception condition
could be inadvertently lost should the CLEAR TASK SET LOCK for the existing exception and a new exception
status happen to “cross in the mail”.

The CLEAR TASK SET LOCK task management function described in step 3 replaces the use of theeEsumME

field . As noted above, since the return of status is suspended
while the interlock is | it seemed like a good idea to provide the initiator
with a way to clear the interlock without waiting for higher layer

Use of Buffering Resources

Since CLEAR TASK SET LOCK is a task management function, its use of buffering resources is governed by
the S2P policy for task management SMSs. That is, it doesn’t aggravate the buffer full condition. Also, if a
single path is used, this function and its response SMS automatically sweep the path clear of in-flight
commands.

Identifying Discarded In-Flight Commands
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In this proposal, the means for identifying in-flight commands discarded by the interlock are decoupled from
SCSI status. There are a couple of reasons for this. First, according to the: version of

, a buffer full condition is reported by returning a status value of QUEUE FULL. From that
information, the initiator is supposed to infer that all subsequent commands have been discarded. That
assumption is valid only when the QUEUE FULL status is caused by the scenario envisioned in the current
standard (i.e., a temporary shortage of SCSI COMMAND SMSs). It doesn’t work when the QUEUE FULL status
is reported by some entity above the protocol layer. Such a condition can occur when some other resource
unknown to the protocol layer is exhausted. Under such circumstances, the initiator can’t draw any inference
about discarded commands. Secondly. other exception conditions don’t fit the buffer full model. For example,
the reporting of RESERVATION CONFLICT, BUSY or CHECK CONDITION can happen at any time. Without a
separate way to identify discarded commands, the initiator would not know which to reissue in these cases.

Scenario :
The following describes how the interlock would be used.

Contingent Allegiance

A Contingent Allegiance condition exists when a command terminates with a CHECK CONDITION or
COMMAND TERMINATED status. In SSA, the SCSI STATUS SMS used to report the condition is returned with
TASK SET LOCKED asserted. The initiator’'s S2P layer immediately responds by issuing a CLEAR TASK SET
LOCK SMS. On receiving the SMS, the target clears the lock. The Contingent Allegiance condition and any
pending sense data are unaffected.

While the lock is set, the target discards all in-flight commands received from the faulting initiator. A SCSI
RESPONSE SMS with a value of TASK SET LOCKED is returned for the first discarded command. Subsequent
in-flight commands are discarded without returning status.

Upon receiving the CLEAR TASK SET LOCK, the target resets the lock and returns the SCSI RESPONSE
SMS. In addition to indicating function completion, the response allows the initiator to determine which in-flight
commands have been purged.

Note that throughout, all protocol transactions have occurred without the involvement of upper layers.
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Sincerely,

Charles Monia

Voice: (508) 841-6757
FAX: (508) 841-6100
Email: monia@shr.dec.com
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